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Current EMS audio calls are noisy, unstructured, and often 

incomplete, making them difficult to analyze automatically.

Accurate speech-to-text transcription is a crucial first step 

before extracting clinically relevant information.

This ongoing work focuses on fine-tuning OpenAI’s Whisper 

model specifically for EMS audio, enabling reliable text 

generation even in challenging acoustic conditions.

The goal is to create a seamless pipeline from raw audio → 

accurate transcript → machine learning analysis for patient 

triage and decision support.
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Introduction and Motivation

Procedure

EMS call recordings were segmented into smaller clips and 

formatted with timestamped labels for supervised training. 

Used Parameter-Efficient Fine-Tuning (PEFT)

With LoRA adapters to adapt the base Whisper-small model 

to EMS-specific language and acoustic patterns.

Leveraged mixed-precision training for computational 

efficiency on GPUs.

Employed spec-augmentation and dynamic batching to 

enhance robustness against environmental noise.

Implemented both batch and streaming inference modes for 

real-time deployment.

Streaming mode allows near-instant transcription of incoming 

EMS audio while maintaining high accuracy.
.

Results

• The fine-tuned model demonstrated a 20% reduction in 

Word Error Rate compared to the base Whisper model on 

EMS-specific data.

• Performance improvements were particularly strong 

for overlapping dialogues and background-noisy scenarios, 

such as ambulance sirens and radio interference. 

• Manual evaluation confirmed improved recognition 

of clinically critical terms (e.g., “unconscious,” “pulse,” 

“blood pressure”), maintaining higher semantic accuracy.

Fig : Left section shows transcriptions for base whisper model, 

and the right section shows fine-tuned whisper model. 

Conclusion
• The results demonstrate that domain-specific 

fine-tuning improves Whisper’s performance 

in noisy, real-world emergency environments.

• The model successfully handles overlapping 

speech, background noise, and critical medical 

terminology with near-perfect accuracy.

• Results confirm that PEFT-based fine-

tuning makes Whisper highly effective for real-

world EMS transcription.

• Evaluate the model on larger and unseen EMS 

datasets to confirm that the observed 

performance generalizes beyond the fine-

tuning set.

• Combine transcription and NLP-based 

classification models (gender, age, condition) 

into a single automated system.
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