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Research Question Contributions

Background

Evaluations
How can advanced reasoning capabilities such as 
attribution, counting, event reasoning, reverse 
reasoning, and counterfactual inference be effectively 
modeled and evaluated in VideoQA systems?

State-of-the-art VideoQA models mostly handle 
surface-level Q&A and struggle with deeper 
temporal/causal reasoning (order, cause, “what-if” 
scenarios), limiting reliability in real-world use. 

This work targets the gap by defining and evaluating 
tasks for attribution, counting, event/reverse 
reasoning, and counterfactual inference on real-
world videos. The goal is to make models both more 
accurate and explainable.

• Defines five reasoning tasks: attribution, counting, 
event, reverse, counterfactual. 

• Curates targeted real-world QA splits for these 
tasks. 

• Fine-tunes SOTA VideoQA models (Qwen 2.5 7b VL, 
Intern VL38b). 

• Designs metrics and ablations to measure accuracy 
and generalization. 
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This study found that fine-tuned models 
achieved a ~5–10%  accuracy 
improvement over non-fine-tuned 
baselines, with the largest gains on 
attribution and event/reverse reasoning 
(+6–9 pts), moderate gains on counting 
(+4–7 pts), and smaller but consistent 
gains on counterfactuals (+2–4 pts). 
Performance was stronger on vehicular 
and daytime splits and dipped under 
occlusion and low-light conditions. 


