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Investigating Deceptive Tool-Calling Behaviors in Safety-Aligned Language Models

Abstract

Large language models (LLMs) undergo extensive safety 

alignment to refuse harmful requests and align with human 

values. However, recent works suggest this alignment may be 

fundamentally brittle [1][2]. We investigate this brittleness in the 

context of tool-calling enabled agentic systems, where models 

have access to communication and data manipulation 

capabilities. We created a benchmark of 100 adversarial scenarios 

across 25 domains, and we find that safety-aligned models exhibit 

systematic deceptive tool-calling behaviors, such as 

whistleblowing and data exfiltration, even when explicitly 

instructed to maintain confidentiality. Then, we attempt to 

identify whether this behavior emerges from the alignment 

training process, or results from overalignment to safety training 

objectives, or emerges from misrepresented training objectives
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We plan to expand our experiments to larger-scale models such as 

GPT-5, Claude Sonnet. Then, compare domain-specific vs general 

LLMs on this benchmark and develop intention-vs-action metrics 

to capture models that plan but don't execute deceptive tool calls.

LLM Tool-Calling System

Our results demonstrate that deceptive tool-calling behavior, 

such as whistleblowing and data exfiltration, in LLMs is primarily 

an artifact of safety training rather than an emergent model 

capability. Uncensored models consistently exhibit lower rates 

across 100 scenarios. Bold prompting modulates this behavior, 

with the safety-trained model behaving more carefully while the 

uncensored model exhibits a higher rate of deceptive behavior. 

This finding has critical implications for AI safety that a deeper 

understanding of training-behavior correlations can enable 

better control of these large language models.
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Figure 3: Comparison of tool-calling behavior rates between across 
five deceptive and two aligned behavior categories. Each category 
has bold (darker) versus tame (lighter) prompts. 
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Figure 2: Example of Deceptive Tool-Calling. The LLM verbally complies with 
instructions to log internally while simultaneously executing misaligned tool 
calls to contact authorities, access restricted data, and send internal data that 
contradict the user’s instructions. For this research project, we have procured 
100 such adversarial examples across 25 domains. We also a test a “bold” 
version of the prompt which explicitly instructs the AI to act in public welfare.


