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Abstract
This study showcases the creation of 
Virtual Reality (VR) tools designed to 
revolutionize data visualization within 
educational frameworks. A ten-
member team employed Agile 
methodologies to delve into 3D 
visualization techniques, aiming to 
deepen understanding and 
engagement with complex data.

The team's exploration into 
visualization theories and user 
interaction, coupled with efforts to 
optimize rendering, led to the 
development of applicable tools: a 
visualizer for mathematical models in 
math education, a 3D globe for 
presenting weather and climate data in 
environmental and geology studies, 
and a virtual repository that 
aggregates the lab's VR projects for 
stakeholder access.

Originally developed and tested on 
Arizona State University's Dreamscape 
Learn platform, these tools are 
designed for adaptability, allowing for 
their expansion to various platforms, 
including desktops and VR headsets.

Conceptual Motivations

Application: Virtual Repository Application: Mathematical Models

Application: Weather Data
The development of Virtual Reality (VR) educational tools within our effort was guided by a series of 
fundamental questions and research-driven considerations. These conceptual motivations aim to 
leverage VR's capabilities to enhance educational outcomes. This section outlines the key research 
questions that informed our approach, reflecting on how VR technology can intersect with pedagogical 
goals to create more effective learning environments.

1. Enhancing Engagement and Comprehension: Can VR experiences enhance understanding and 
retention of complex concepts in subjects like mathematics, science, and geology? Can these effects 
on engagement and learning be applied to other realms like marketing? 

2. Role of Interactivity: What are the psychological effects of immersion in VR on students, and how 
does it impact their learning and cognitive load?

3. Integration with Existing Educational Frameworks: What are the best practices for integrating VR 
experiences into existing curricula and pedagogical approaches? How can educators be trained and 
supported in the effective use of VR as a teaching tool?

4. Scalability and Adaptability: What are the challenges and opportunities in creating scalable and 
adaptable VR content for diverse educational purposes?

Objective: To revolutionize the comprehension of complex mathematical concepts through immersive 
VR technology, targeting advanced mathematics education like Calculus 3.
Development Approach: The system integrates immersive, interactive 3D point clouds in a VR 
environment, enabling students to engage with and visualize intricate mathematical models.

1. Model Upload: An Angular web portal allows professors to log 
into and access a single page for creating lessons and 
uploading different point cloud model files that are organized 
and stored in the Firebase database.

2. Retrieval and Processing: During VR sessions, files are 
dynamically retrieved and processed in Unity, based on real-
time interactions within the VR environment.

3. Visualization:  A custom C# script transforms file data into 
Vector3 points for VR visualization, supporting 
transformation, rotation, and selective focus. 
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Research Contributions: templating displays for future projects, enabling user autonomy in navigating 
the experience, understanding ‘elevator pitching’ in a 3D landscape, and retention in 3D marketing.

Objective: To enhance meteorological understanding through real-time, interactive 3D visualizations 
of weather and climate data on a globe, aiding education and climate change awareness.
Development Approach: The tool leverages raw NOAA climate data, transformed into visual formats 
via Python scripting, and presented on a VR-enabled 3D globe for an immersive experience.

1. Data Acquisition: Climate data is sourced from 
NOAA, cleaned and processed from GOES-Imager-
Projection to JPEGs using Python.

2. Script Processing: A C# script reads the image data 
into Unity using MemoryStream.

3. Texture Preparation: A placeholder texture is 
updated with the climate imagery using LoadImage.

4. Visualization: The texture is applied to a 3D globe in 
Unity, enabling interactive learning and annotation.

Research Contributions: optimizing conversion of GOES-Imager-Projection to JPEG, annotation capacity 
for the globe, potential of visualizations in environmental advocacy and policy, and 3D mapping 2D data.

Objective: To unify the diverse VR projects of the Meteor Studio into a cohesive exhibit, facilitating 
learning and awareness for a wider academic audience, including students, professors, and stakeholders.
Development Approach: Convergence is developed as a multiplayer VR experience to resemble a 
museum that showcases and contextualizes the collective efforts and achievements of the lab. 

Research Contributions: professor user interface, impact of visualizations (positioning, scaling, and 
interactive manipulation) of graphs on student learning, optimization of visual rendering, and replicability. 

1. Expansion: Utilizing VR visualization techniques to 
enhance storytelling and presentation strategies in 
academic communication and marketing.

2. Cohesion: Employing thematic links to bind various 
projects into a single experience that flows 

3. Alignment: Synchronizing the VR experience's core 
message with lab’s mission and values for clarity

4. Optimization: Balancing the complexity of the content 
with the need for a lightweight VR experience, despite 
the aggregation of multiple project demos.


