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Motivation Dataset Overview & Benchmarks

Requirements

Evaluation & Takeaways
The project is to provide a new challenge to 
Domain Generalization (DG) in Computer 
Vision, by curating a novel benchmark dataset 
made from video game scenes.

● We use DomainBed1 to evaluate the 
performances by current state-of-the-art 
methods on DG (ERM2, MIRO3) paired with 
different backbone models (ResNet-504 and 
CLIP-ViT-b325) on our benchmark.

● We observe our benchmark presents a unique 
challenge, where generalizing to more 
sophisticated graphics is increasingly harder 
along the order of hardware generation.

● We also find the size of the model is irrelevant 
on our benchmark as all methods end up with 
close results in general.

In order train a DG model, we require the DG 
dataset must have:
● Multiple collections (domains) of images be

in distinct image styles, and
● Images in all domains be classified using a 

shared group of class labels. 

We define 4 classes of in-game scenes, and 
sample 10k images per domain, for 4 
domains of Mario games rendered on 
evolving 4 generations of hardware:
● 1st: Super Mario Bros & Mario 3
● 2nd: Super Mario Bros World & All-Star
● 3rd: Mario 64 & Mario Maker 3DS
● 4th: Mario Galaxy & Mario Maker 2
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Domains (Generations) of Video Game Graphics
Leave-one-out Multi-Source Domain Generalization 
Benchmarks
Method

Training Domains → Test Domain

234 → 1 134 → 2 124 → 3 123 → 4 Avg.

Using ResNet-50 as backbone. 23M parameters.

ERM 46.7 36.4 23.5 26.0 33.2

MIRO 50.9 42.6 24.7 28.9 36.8

Using CLIP-ViT-b32 as backbone. 86M parameters.

ERM 43.6 33.0 22.2 29.0 32.0

MIRO 44.5 44.7 30.1 29.6 37.2

In these experiments, we hold out all images of one domain at a 
time as the unseen test set, e.g. 123 → 4 means we jointly use 
three domains of 1st + 2nd + 3rd for training a model, then test 
the model with data only from the 4th domain.
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