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Abstract
This research presents an innovative approach that 
integrates Graph Neural Networks (GNNs) and 
Feedforward Neural Networks (FNNs) with Density 
Functional Theory (DFT) and classical molecular 
dynamics simulations for the data-driven design of high-
entropy alloys (HEAs) with superior thermoelectric 
properties. Leveraging a diverse dataset of HEAs and the 
power of machine learning, this integrated framework 
expedites materials design by predicting key 
thermoelectric properties, offering a promising pathway 
for the development of sustainable thermoelectric 
technologies and underlining the potential of data-driven 
approaches in materials science.
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Train a GNN to predict thermoelectric properties, such as the 
Seebeck coefficient, electrical conductivity, and thermal 
conductivity. This involves using labeled data to teach the GNN 
how to relate the material's atomic structure to its thermoelectric 
behavior.

• Assign nodes in the graph to represent individual 
atoms or molecules within the material. 

• Assign edges in the graph to represent the 
interactions or connections between atoms

• Generate network graphs using a network 
visualization library.

Figure 3. This figure shows the accuracy of the 
model for the training and validation data over 
epochs. After 70 epochs, the accuracy is above 
90%

Figure 2. This figure shows how Nodes 
aggregate information from their neighbors 
using neural networks

Figure 1. This figure shows the system for 
aggregating information from neighbors and 
ensuring node invariance. 

Leveraging Density Functional Theory 
(DFT) datasets, machine learning (ML) 
techniques are employed to develop Atomic 
Interaction Models (AIMs). These AIMs 
serve as efficient alternatives to labor-
intensive first-principles thermodynamics 
simulations, enabling simulations at 
previously unattainable length and time 
scales. 

ML models have demonstrated 
excellent performance in predicting 
the bulk properties of HEAs, such as 
phase formations and mechanical 
properties.
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