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To implement accurate error-prediction model for large-language models that:
• Demonstrate generalizability across diverse reasoning tasks.
• Enhance the reliability of large-language model on reasoning tasks.

Why is it important? The performance issues of language models in reasoning tasks accentuates the need for robust 
and reliable error prediction models to be used as introspective tools for language models.
Where did we start? This project builds upon the research team's previous work with error-prediction in 
large-language models for math word problems. While the research team previously used the presence of math 
symbols as features for error prediction, this model instead uses various measures of diversity to predict errors in 
large-language models. This generalizes the research team's previous work and allows it to be applicable to various 
other reasoning tasks. ●A positive correlation between the entropy, Gini impurity and average distance from centroid  and probability of 

failure is observed. This pattern is noticed at various temperature settings and across all the datasets tested during 
the research team’s experiments. 

● The language model used in this work is GPT-3.5. This model is prompted with questions from publicly available 
datasets: DRAW-1K, CSQA and Last-Letter Concatenation. These datasets contain not only the question, but also the 
answer key by which responses can be evaluated. 20 responses are collected for each question and the model is 
also prompted at various settings, modifying a hyperparameter known as temperature.

● The 20 responses to each question are embedded using an open-source embedding model known as Sentence 
Transformer. The resulting vector of numbers produced by the embedding model is averaged. This average is called 
the centroid.

●Using the 20 sampled paths, the entropy, Gini impurity and average distance from the centroid is calculated.

This project was done under the supervision of Prof. Paulo Shakarian. This project builds off of the research team’s 
previous work with predicting ChatGPT performance, using the presence of math symbols as features in order to predict 
performance.

Figure 1: GPT-3.5's response to the question: One whole number is three times a 
second. If 20 is added to the smaller number, the result is 6 more than the larger.
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Figure 2: The equations for Shannon 
entropy (1) and Gini impurity  (2) 

● The machine-learning libraries used for error-prediction are Scikit-Learn and Tensorflow. The following models are 
implemented: XGBoost, AdaBoost as well as Multi-Layer Perceptron models of different number of layers. The features 
used to predict errors in large-language models are the LLM’s entropy, Gini impurity and average distance from the 
centroid using the 20 samples from each question.

The machine-learning models are able to predict cases in which ChatGPT fails to answer certain questions with 
reasonable accuracy, precision and recall. This model can be used in large-language model evaluation and can be used to 
further improve large-language models in the future or be used to improve reliability in large-language model responses.

●Models are able to predict errors in language models with good precision and recall for both classes using the 
features that were generated: entropy, Gini impurity and average distance from centroid. 

Figure 4: Error prediction models for the datasets used in the experiment. The training dataset is undersampled and the 
language models are prompted at a temperature setting of 0.7. A color of green represents a better score whereas a 
color of red represents a worse score.
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Figure 3: Graphs of various measures of diversity plotted against the model's probability of failure. There is a notable 
positive correlation between the probability of the language model's responses being incorrect and  these diversity 
measures.
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