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With the current advancement in NLP, machine-
generated fake news, like fake news articles that
attempt to influence us by appearing to be credible
or deep fakes that try to influence us by generating
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Figure 3. LSTM and HAN performance on the same dataset
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the model. Model returns posterior probability of 2 classes, word N the human written text phrase “is really frickin
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might be due to machine generated ones having a
monotone language. So, words equally effect the
utcome.
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