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Introduction
The process of creating control strategies for a group of agents
collaborating on tasks is a complex challenge. This work presents an
approach for learning agent behavior from observation of swarm
systems and improving upon this behavior by using Reinforcement
Learning. We use a Graph Neural Network (GNN) policy and show its
potential in uncovering low-level interaction dynamics of the system.
We show that it is possible to investigate the individual
representation of the low-level dynamics and benefit from their fine
control to learn desired behaviors.

ResultsMethodology
Our approach is to train a centralized Graph Neural Network (GNN)
based controller for a system with 𝑁 agents with state 𝑆 =
𝑥1
𝑡 , 𝑥2

𝑡 , … 𝑥𝑁
𝑡 at timestep 𝑡 that are present in a 2D environment along

with obstacles 𝑂 and goal location 𝐺. The different types of
interactions, namely from agents, obstacles and the goal to agents are
assigned separate function approximators: 𝜙𝑜→𝑎

𝑒 , 𝜙𝑔→𝑎
𝑒 , 𝜙𝑎→𝑎

𝑒 and are

modeled as MLPs.

Imitation Learning: Using the observed demonstrations of a
multi-agent system based on the Boid model[3], we train the
controller to clone this behavior by minimizing the mean squared
error (MSE) between the output of the controller and the
observations. This allows the controller to learn behaviors such as
cohesion, collision avoidance, obstacle avoidance and goal seeking.

Reinforcement Learning: Since the behavior learned from
Imitation Learning cannot be guaranteed to be collision-free in a real-
world environment, we use RL to further tune the controller based on
reward signals that the agents receive from the environment. These
reward signals include inter-agent, obstacle-agent and goal-agent
distances with a large negative reward in case of a collision.
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We have shown that a GNN based controller is useful in
uncovering group dynamics as it exploits relational inductive
biases present in the problem structure. After training the
controller with Imitation Learning, we can use Reinforcement
Learning to fine tune specific behaviors while keeping other
behaviors fixed. In the future we aim to implement our controller
on real-world physics-based simulators in order to validate our
results.

For all IL + RL modes, we first train the controller on 10,000
demonstrations obtained from the Boid model and then train the
controller using RL in different modes:
Mode 0 – All parameters free to be trained
Mode 1 – 𝜙𝑔→𝑎

𝑒 function fixed

Mode 2 – All functions except 𝜙𝑎→𝑎
𝑒 and 𝜙𝑜→𝑎

𝑒 fixed

All IL + RL modes
outperform the case
when only RL is used
and have a head start
when RL training
begins. By turning off
training for specific
functions, we are
taking advantage of
the separation of
functions which
control interactions.

Fig. 4 Results from training the GNN 
based controller on IL + RL

Fig. 2 (a) Network architecture (b) Example of 
the Graph Convolution operation
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Fig. 3 Two sample trajectories showing  function separation in the GNN. The 
colored arrows show the predicted trajectories of agents which try to move toward 
the goal represented by a green dot while trying to avoid the gray obstacle.
(a) Trajectories generated by the Boid model (b) 𝜙𝑔→𝑎
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Fig. 1 Visualization of our approach
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