A Benchmarking Framework for Data-Driven Compressive Sensing

Introduction

Compressive sensing is an information acquisition technique that
asserts that it is possible to recover certain signals from fewer
samples than traditional methods use. This is possible because
many signals are sparse in some basis and therefore can have a
concise representation. Compressive Sensing is all about solving
an inverse problem:
X: original signal y: measurement
y = AX
Where Dim(y) = m << n = dim(x)
X =?
The problem is underdetermined, so we need to give constraints
of x to solve it.
How should we choose A? What reconstruction method should
we choose?
Current compressive sensing algorithms can be divided into two
categories: model-based methods that usually use expert
knowledge and rely on that the signal is sparse in some basis, and
data-driven methods that use training data to try to learn from the
structure within the data.
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The following algorithm describes the
implementation of CSGAN using a sensing matrix

as measurement function
Algorithm 1 Compressed Sensing with Meta Learning
Input: minibatchs of data {z;}",, random matrix F,
generator (g, learning rate «r, number of latent optimisa-
tion steps 1’
repeat
Initialize generator parameters ¢
fori = 1to N do
Measure the signal m; «+ F x;
Sample z; ~ pz(2)
fort =1to 7 do
Optimise z; < z; — iEa (1, Z;)
end for
end for N
ﬂﬂ==;%§:iﬂiﬁﬂﬂheﬁﬂ
Compute L using eq. 12
Update € + 0 — J—L{ﬁf + Lp)
until reaches the maximum training steps

An example reconstruction using the
reimplemented CSGAN algorithm
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